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Introduction

The CNCI Evaluation Toolkit was developed by the Immunization Program Evaluation Task Group of the Canadian Nursing Coalition for Immunization (CNCI).  The Public Health Agency of Canada (PHAC) Evaluation Toolkit was used as a model, with adaptations to make the tool more specific to the evaluation of immunization programs.  

This Toolkit sets out detailed steps for undertaking an evaluation of a current immunization program.  This document explains these steps, provides worksheets and examples on how to follow them, and includes specific examples from immunization programs.

Throughout this document, you will find set scenarios for different types of evaluations, in different immunization program areas.  The scenarios and the descriptions are intended to give concrete examples of how to apply the steps.

Step 1: Focus the Evaluation

1a. Determine the Purpose of the Evaluation
The reason you are undertaking the evaluation will influence how you design it, so you should be clear in the beginning what your purpose is.  You may want to undertake an evaluation to:

· address problems identified in one aspect of the program
· see how effective a new program is

· fulfill legislative requirements  
· justify continued funding

The type of information you collect will reflect the purpose of the evaluation.

NOTE:  The purpose of the evaluation is NOT the evaluation question.  It is a more general reason why you have chosen to undertake evaluation at this time.

What is your evaluation purpose?

Example Step 1a:

A jurisdiction has just completed the first year of offering an HPV vaccine in a school-based program to grade 6 girls.  The uptake of the vaccine was lower than expected, and those in charge of the program are curious to get more details on why this was so. As the budget and time available are limited, it is decided to consider only the following aspect of programming: a lack of acceptability of the vaccine on the part of the parents who must give consent. Front line workers have been mentioning this as having had a significant impact on uptake. –.

The purpose of this evaluation is to find out the role of vaccine acceptability in the already observed low uptake, to see whether changes can be made to the program.

1b. Build a Logic Model

A logic model is a very useful tool to help you see the key steps in your program, and therefore the key elements that could be evaluated.  A logic model is simply a pictorial representation of the relationship between your program’s activities and its intended effects. You can create a logic model for an entire program, or for parts of programs.  

Logic models can take a variety of forms.  The PHAC Evaluation Toolkit description of a logic model includes:

· components: groups of closely related activities in a program
· activities: things the program does to work toward the desired changes
· target groups of the activities
· outcomes: changes the program hopes to achieve.  
Other logic model types include: 
· inputs, or the resource platform for the program
· activities
· outputs, or the tangible products of activities (reports, guidelines etc.)
· outcomes, both short and long term.

For those who have not created a logic model before, it may be useful to start with the logical starting point for your program, then think of steps in terms of ‘if we do this, and this and this (to as many steps as you need), this will result’ with the result being the expected outcome(s) for the program or the aspect of the program.

There are sample logic models in Appendix 1, for different program elements of immunization programs.  Since each program is slightly different, you should still create your own logic model; however, the models in Appendix 1 can be used for guidance.

What is the starting point for your program, or portion of the program you wish to evaluate?  What is the end point (or multiple end points)?
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What are the steps that you need to take to get from the start to the end (if I do this, and this and this….)?  Remember, there can be both short and long term results!
	Start
	If I do this
	And this
	And this
	Result

	
	
	
	
	


After you have determined the steps, draw lines between those that are connected, to show the logical flow of the activities.  When you have completed setting out the steps, be sure to check that the steps actually logically lead to the result (outcome) you desire.  If they do not, either you have not correctly identified the steps, or you need to rethink your program.

Logic Model Tips from the PHAC Evaluation Toolkit

· Practice makes perfect!  The first time is always the hardest... it will get easier!

· Concentrate on how the program is currently being implemented (not how it was planned, or how it was implemented last year).

· Discuss the logic model with staff involved at all levels in the program.

· To get started, be sure to look at any available documentation and files — budgets, work plans, strategic and operational plans, manuals, training materials, organizational charts, statements of goals and objectives, previous evaluation reports, committee reports, etc.

· If you’re finding this too difficult, it may be because your program is complex.

· Ask a colleague in another program or call in an outside facilitator to help you get started.

· Strive for simplicity and don’t be over-inclusive in your logic model. Don’t include all of the implementation details. Try to fit the whole logic model on one page. Remember — you’ll want to use the logic model to describe the program to others. Append to the logic model any additional details about the program that you think might be useful.

Example Step 1b:

For the HPV program, we only wish to consider vaccine acceptability.  This is a sample logic model that begins with the decision to implement the program and outlines the steps that have to do with putting in place a publicly acceptable program, ending with the vaccine being accepted (our desired outcome).  Note:  though issues such as setting up the supply chain and scheduling etc. are very important, they are not key steps for this particular part of the program, and are therefore not included.  They would be included for the logic model of the entire program. 
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1c. Identify Evaluation Stakeholders

You must consult evaluation stakeholders to help you to define the evaluation question.  The term ‘stakeholders’ in this context does NOT refer to the stakeholders for the entire program, but only those who have a need for the information that results from the evaluation.  Some sample evaluation stakeholders are those who are delivering the program, or those who must make policy, or change policy in response to the evaluation results.  Evaluation stakeholders will bring a different perspective to the table, and will help you to determine the most useful evaluation question to meet their most important information needs.  You should keep the number of people you consult small, and limit it only to those who will be the key users of the evaluation results.

Who are your evaluation stakeholders?
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The process may have to iterative – the evaluation stakeholders may come to the meeting and realise they need to check back for more information before committing to a specific question.  To define the question, you may need to have a series of meetings.

Example Step 1c:

For the evaluation of public acceptability of the HPV vaccine, it was decided that the evaluation stakeholders were the Communicable Disease Managers who were responsible for the overall implementation of the program, the frontline nurses who were experiencing the refusals when going to the schools, and the Medical Officer of Health, who has policy concerns in addressing this issue.

Others, such as school staff, Field Surveillance Officers and epidemiologists for the region, and government representatives were considered; however, though they could be collaborators or may be interested in the findings, we felt that they did not have a large stake in the results of the evaluation.  
Though the public are the main stakeholders of the program itself, they were not stakeholders for the evaluation; instead, they were subjects for investigation.

1d. Determine your Evaluation Question
i. Consult with stakeholders
Your discussions with your stakeholders should be used to help you determine the evaluation question.  

Evaluation questions are very specific, but not as detailed as those you might ask an individual on a survey or in an interview. An example:

	Different types of questions asked during the evaluation process:
	Example:

	Purpose
	How can this program be improved?

	Evaluation question
	How do the program activities vary from site to site?

	Question on a questionnaire
	Were the sessions that you attended offered at a convenient time?


What is your evaluation question? 
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ii. Conduct a feasibility check

Before you commit to your evaluation question, you should consider:

· Do you have sufficient budget to address the question?

· Do you have the expertise to undertake the evaluation question?

· Do you have enough time to address the question?

If the answer to any of the questions is no, you may want to try making your evaluation question less complex or address a smaller part of the program.  This will require further discussions with your stakeholders.  

Tips on Creating a Good Evaluation Question from the PHAC Evaluation Toolkit:

· Specific and clear

· Based on the need to answer key management questions

· Considers the developmental stage of a program, its complexity and the reason for the evaluation

· Directly reflect the program’s activities, intended target groups, and outcomes

· Sets a timeframe for how much of the program time you are going to consider (important for evaluating ongoing programs)

There are a series of sample evaluation questions in Appendix 2 that are specific to evaluating immunization programs.

Example Step 1d:

In the HPV scenario, we know that we want to consider the acceptability of the vaccine.  Our population and time frame is already defined, as the program is offered to children, which requires parental consent, and it has been offered for only one year, so we are limited to considering the acceptability in this first year.  The following issues that stakeholders may be interested in evaluating were identified:

Nurse:

· What were the reasons for refusing? (parent or recipient, depending on age)

· What impacted on participation?  Who were those who participated and who refused?  

· Why do people choose to (or not to) showing up at a clinic?
Medical Officer of Health:

· Did resourcing/staffing etc. have an impact on acceptance?  

· What are the concrete numbers for coverage? 

· Were there adverse events following immunization that impacted acceptance?

· Did communications programs we put in place ahead of time or during the campaign have an impact on acceptance?

In discussion of how to meet the information needs of both groups, the following questions were identified as addressing the most important information needs:

· Who were the refusers of the vaccine
· What were the reasons for refusal
· What went into the decision to refuse
1e. Set Objectives

When you have defined your question, you should then break it down into discreet objectives for the evaluation.  Objectives should be SMART:

Specific – oriented in person, place, and time

Measurable – possible to answer

Actionable – result in information used to make program decisions
Relevant – meet an actual need (‘need to know’ rather than a ‘nice to know’)
Timely – meet a current need

If your evaluation question is only looking at part of a program then you may have only one or two objectives.  For large evaluations, you may have many.

If you are looking at how program activities vary from site to site, you may have one objective, for example:

· Compare and contrast the activities of the program offered at each site.
Or you may have several:

· To compare and contrast the activities of the program offered at each site 

· To compare and contrast the characteristics of the sites

· To characterise the population participating in the activities at each site

Each of these objectives may assist you in answering how the program activities vary from site to site.  By having more than one objective in this case, you may be better able to answer why activities vary, and therefore be better able to tailor improvements at each site, and to improve the program overall.

What are the objectives of your evaluation? 
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Example Step 1e:

In the HPV scenario, the evaluation question is fairly restricted.  Three objectives were set:

1. Determine the list of reasons for parental refusal of HPV vaccine via school-based immunization program for grade 6 girls

2. Determine the sources that underlay those reasons for making the decision

3. Determine if characteristics of refusers differ from those of non-refusers

Each objective will link to one or more indicators (see step 2b) which will be used to measure them.  

Step 2: Select Methods

2a. Determine your Expectations and Assumptions

Defining what your expectations and assumptions are will help you to see what methods are most appropriate to your question.  Your expectations are those of the program of interest, so you have an idea of what a successful version of your program would be, and your assumptions are those you make about your program (and what you may find in the evaluation) that help to shape how you approach evaluating.  Looking at expectations and assumptions can be part of the discussion with the stakeholders, but can continue afterwards as well.
i. Expectations

To identify your expectations, you need to consider the following questions for each objective.

· What would satisfy you that your program has been operating successfully and achieving what you intended?  For example, in the HPV program evaluation, you may have expected that there would be refusals, but at a rate no higher than the average of those seen across other immunization programs.  

· What is the maximum that you would accept before considering making changes to the program?  In the example, you expected a refusal rate of <5%, but may be willing to accept a somewhat higher rate (7%) for the first year.
These two questions reflect the two parts of an expectation — the “what” and the “how many.”  The “what” is the easiest part to identify, but the “how many” is harder to establish because you have to decide the level of the “what” that must be achieved in order to consider the program a success.  Determining the “what” will let you know what in particular you will want to measure, and the “how much” will help to determine how sensitive your measurement has to be.
What are your expectations?
	Objective
	Expectation

	
	


The PHAC Evaluation Toolkit advises that you take the following elements into consideration:

· Output versus input — What would be a reasonable output based on the input?

· Age of the program — How old is the program? If the program is new and in its first year of operation, your expectations may be lower than at its half-way point or completion. If a program has been in operation for several years, the acceptable result may be to see numbers maintained, increased or decreased, depending on the population trends and the characteristics of your target group.

· Previous experience or similar programs — How have similar programs fared?  What were their results? You may need to check with colleagues at other health units or review the literature about similar programs for information to help you define your expectations.

· Present level of outcomes — What is a reasonable change for the program to achieve? For example, if participants know little about the subject, their knowledge as a result of the program may be expected to increase at a far greater rate than if their knowledge is already high.

· Realistic expectations — Set expectations which you believe are achievable.  Push yourself to get the most out of the program, but don’t set yourself up for failure. One hundred percent is rarely a realistic expectation.

ii. Assumptions

Brainstorming with your evaluation stakeholders about the assumptions you make going into the evaluation will help you to determine the most appropriate method to use in the evaluation and may also help you to determine the acceptable expectations.  Though it is good to make assumptions explicit, if you discover in the course of the evaluation that they are not valid, you must be prepared to discard them, based on the new evidence.

Assumptions may include such elements as the likelihood of change over time for an aspect of the evaluation (and therefore how valid the findings will be over time), the relative importance of different parts of the program to its overall success, or the presence of external issues that have had an impact on its success (for which you may or may not have concrete evidence at the outset).
What are your assumptions?
	Objective
	Assumptions

	
	


Example Step 2a:

In the HPV scenario, the group had the following expectations:

	Objective
	Expectation

	1. To determine the list of reasons for refusal of HPV vaccine by parents for grade 6 girls in a school-based immunization program

2. To determine the sources that underlay those reasons for making the decision

3. To determine whether characteristics of refusers differ from those of non-refusers
	1. Refusals, including those who refused for contraindications etc. of over 7% of the total eligible population requires an intervention to improve communication with parents

2. Only sources that can be swayed by education (ie. not based in religion or cultural values) will be considered for intervention

3. Differences must pass a test of statistical significance to be considered truly different


And made these assumptions
	Objective
	Assumptions

	1. To determine the list of reasons for refusal of HPV vaccine by parents for grade 6 girls in a school-based immunization program

2. To determine the sources that underlay those reasons for making the decision

3. To determine whether characteristics of refusers differ from those of non-refusers
	1. There is a small and discreet list of reasons for refusal
2. Determining the source is necessary to designing interventions to improve acceptability

3. Refusal will not be distributed evenly throughout the population, and we will be able to determine characteristics of refusers that differ from the general population


2b. Define Indicators

For each objective, there must be a way, or several ways, to measure whether the objective has been met.  The measures you choose for your objectives are called indicators.  Your indicators should reflect your objectives. 

There should be one or more indicator(s) for each objective stated at the beginning (Step 1e).  Remember, indicators are just measures, and do not themselves say whether the program is successful or not.  
It is important after agreeing to the description of an indicator to discuss in greater detail how it will be calculated.  This will give a greater idea of the type of data that must be collected.  The calculation of the indicators is often very tricky.  
For example, what should count as a refusal?  Is a child who does not provide a signed consent form counted as a refuser, or would you want to only count parents surveyed who positively expressed a refusal to have their child immunized, giving a reason?  
Thinking about the calculation will also give you an idea of what you might look for in terms of existing data.
This is a good time to check back with your evaluation stakeholders about whether your objectives reflect what they were looking for, and whether the indicators you have defined are measuring what they want.

What are your indicators?

	Objective
	Description of Indicator(s)
	Method of calculation

	
	
	


There are lists of possible sample indicators for possible evaluation questions for immunization programs included in Appendix 3.
Example Step 2b:

	Objective
	Description of Indicator

	1. To determine the list of reasons for refusal of HPV vaccine by parents for grade 6 girls in a school-based immunization program

2. To determine the sources that underlay those reasons for making the decision

3. To determine whether characteristics of refusers differ from those of non-refusers
	1a. % refusing (at each dose)

1b. List of reasons, and % they each contribute to the total
2a. List of  influences on decision making

2b. Percent of each influence on decision making of the whole
3a. Differences and similarities between refusers and non-refusers (age, ethnicity, income, education, religion)

3b. Characteristics of refusers in terms of demographics (age, ethnicity, income, education, religion)


2c Develop a Data Collection Plan

To develop your data collection plan, you should consider following seven questions with respect to each of your indicators.
A worksheet to evaluate these questions is available in Appendix 4 and has been broken into smaller pieces, found below.
i. Is all the data you need already available?
In the course of a program, some data will be collected for ongoing monitoring.  If they correspond to your indicators, these data can be analysed and used in your evaluation.

Data that is already being collected may be held in unexpected places.  Check for data sources from those working in all areas of the project before developing your own data collection.  

	Indicators
	Data Collection Plan

(Does Data exist?)

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No

	
	□  Yes      □  No


ii. What type of data collection tool would provide the data?

The type of tool that is appropriate will depend on the type of data you wish to collect.  The chart in Appendix 4, adapted from the PHAC Evaluation Toolkit, outlines the most common tools and their advantages and disadvantages.

The most common data tool types are:

· Activity logs

· Administrative records

· Charts

· Registration forms

· Attendance sheets

· Population databases

· Face-to-face interviews

· Self-completed questionnaires

· Telephone surveys

· Observations

· Focus groups

· Case studies

· Key informant interviews

You may need more than one tool, depending on the indicators you have chosen.  When choosing a tool, you must consider which indicator(s) will provide what information, and be sure it provides the right kind of data to calculate the indicator.  If you are undertaking focus groups or interviews with individuals, or administering surveys, you must also consider comprehension level, whether reading or spoken, language, culture, and disabilities in your planning.

	Indicators
	Type of Tool

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


iii. Who could provide the data, if asked?

It is much less expensive and often less time consuming, to use existing data.  Be sure to explore all existing sources before developing new tools.  If you know the data does not already exist, and you must collect it, ask yourself who could provide it (or who you could collect it from).  Providers may be the target groups themselves, the staff who run the program, or external providers of aspects of the program.  Be sure to consider who the most appropriate provider is as well.  

Depending on your data provider, and the nature of the data collected, you may need to consider issues such as ethics committee approval from your jurisdiction.  It is important to begin the process of getting approvals as early as possible, as they can not only take time, but occasionally require changing your tool, which may require some rethinking of your evaluation question(s), objectives, or indicators.
	Indicators
	Who Could Provide the Data? (Source)

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


iv. Who can gather the data?

When you are considering who can gather the data, it is important to consider the expertise required.  The administration of focus groups requires specialised expertise, while sending out mail surveys does not.  This may be a good time to determine if you need to hire an outside contractor for any part of your evaluation, and begin the process of identifying an appropriate company.  The time to contract must be considered in your timeline.
	Indicators
	Who Could Collect the Data? (Collector)

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


v. What is the best design?

The best design will depend on several factors:

· Budget

· Timeframe available

· Types of questions you wish to answer

· Expertise available

The table in Appendix 4 outlines the various advantages and disadvantages of different designs.  

In general, designs that involve focus groups or interviews are more expensive, less generalisable, and require greater expertise both to administer and analyse.  

Those that involve surveys with discreet answers are less expensive, and less difficult to design and analyse, but still require significant expertise.  

Designs that involve purely number gathering are the most generalisable, least expensive, and most easily analysed, but are not sufficient for most questions that involve judgements, such as determining satisfaction, acceptability, or knowledge/attitude/beliefs.

	Indicators
	What is the Best Design?

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


vi. From how many people or areas should data be collected?

The number of people or areas from which you should collect data will depend on the data being collected, and the question being answered.  If you are collecting activity forms, registration logs, or administrative data, it is relatively easy to collect large numbers, to better characterize your program.  However, if you are undertaking surveys, you want to use as few as possible while still being confident that you have enough information to accurately represent the population you are sampling.  

In Appendix 5 there is a link to a summary of various sampling types, from the PHAC Evaluation Toolkit.  

In general, you must consider several factors in determining a sample size, including:

· size of the population
· variability of the attribute being measured in the population
· precision desired
· expected response rate.  
	Indicators
	Number of Individuals or Areas?

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


There are many tables available that will help you to calculate an appropriate sample size.  
vii. What is the required timeframe for data collection?

The timeframe for data collection will depend on the types of tools you wish to use and whether the data already exists or not.  In the next section, logistical considerations including suggested timelines are discussed.

When planning the collection of data there are several steps that are important to factor in.  

· Consider the time necessary for approvals at your jurisdiction or institution.  If ethics approval is needed for tools that collect information from individuals, be sure to determine the frequency of meeting of ethics boards and plan your data collection accordingly.

· Always pre-test your tool and leave time to make the necessary adjustments

· If you need to hire temporary or new staff for data collection, take into consideration the time necessary for the creation of the contracts within your institution or jurisdiction.

· Be sure to leave sufficient time for data checking and cleaning, and try if possible to build in time to check gathered data for problems as you go along, rather than waiting to the end.

	Indicators
	Required Timeframe?

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


Example Step 2c:
In the HPV example, seven questions were considered.  As the data was not all available we needed to find an existing tool or develop a new tool.  To determine the best tool for the task, we considered the type of information we needed, which was both numbers (% refusing), and words (reasons and sources of information that led to refusal).  We discussed the relative strengths and weaknesses of a number of tools, including surveys, both telephone and mail, and focus groups.  After much discussion, we determined that for comparison we also wished information on those who did not refuse and so would use a telephone survey with random-digit dialling.

To do this, we would have to hire some interviewers, which we needed to factor into our timeline, and to develop the questionnaire.  When determining how many interviews were needed, we had to consider the existing coverage data to determine an appropriate sample size, and decided that we would maximize the sample size as much as possible to be sure to get enough refusers to be able to detect a statistically significant difference between the refusers and non-refusers.  When considering our timeline, we factored in the need for ethics approval for a survey of the public where sensitive questions are asked.
2d Plan Logistics and Check Feasibility

The logistics and feasibility of your evaluation will depend on the design that you have chosen.  The Logistics Worksheet in Appendix 6, adapted from the PHAC Evaluation Toolkit, will help you to work through the planning of your data collection.

Some logistical considerations and timelines for various methods are given in Appendix 7.  

At this stage, it may be beneficial to check back with your evaluation stakeholders one last time to ensure that you are gathering the data in a manner that will provide them with the information they need, and to be sure that your evaluation question hasn’t gradually changed with the decisions on methods you have had to make.  It is important this not become a re-evaluation of the question itself, only whether you can answer the question adequately in the way you have proposed.

Step 3 – Develop Tools

It is always best to try to find existing tools rather than develop new ones.  Appendix 8 has a number of tools that have been used in jurisdictions across Canada for the monitoring or evaluation of immunization programs.  

If you do find measures or tools that are relevant to your evaluation:

· Refer to your indicators and determine whether the measures or tools will be able to collect all of the data you need
· If not, continue your search or develop your own measures from scratch

· Be sure to test the tool for validity and reliability to ensure it is measuring what you want it to measure and will measure it the same way consistently over time

The PHAC Evaluation Toolkit suggests the following other sources for additional tools:

· Colleagues working in similar program areas.

· Conference papers or proceedings, health unit or discipline-specific newsletters or PHERO, the Public Health & Epidemiology Report Ontario.

· The Internet (newsgroups, the World Wide Web or e-mail discussion lists).

· Published literature.

· Inventories of existing measures. One example is Ian McDowell and Clare Newell’s Measuring Health: A Guide to Rating Scales and Questionnaires published by Oxford University Press in 1987.

· University faculty or staff at system-linked research units and health information partnerships, etc.

Most of the time you will not find a tool that exactly meets your needs, and will have to adapt tools.  The following advice on adapting tools comes from the PHAC Evaluation Toolkit:

“Most likely you will have to borrow a few measures from one or more tools. If you are not using an existing tool it its entirety, it is important to determine whether the individual measures you intend to borrow can be used on their own.

Sometimes individual measures can stand alone; other times, measures are not meaningful on their own, but rather work within a group to measure a particular concept. This is often the case for rating scales or indices, which measure complex concepts like self-esteem, anxiety or quality of life. These groups of measures must remain intact. 
Think about an IQ test, for example. Many individual measures make up the IQ test, which when taken together measure intelligence. The individual measures, however, are not necessarily meaningful on their own. Do not assume that if you use a single measure from an existing scale that you will be measuring the same concept.”

3a. Develop New Tools

You will probably find that many of the numeric indicators can be calculated using existing sources of data such as monitoring tools, billing information, or regularly submitted reports of activities.  As a result, if you need to design a tool from scratch, it will most likely be some form of a survey.  Designing surveys takes practice, but below are some pointers on design:

Tips for all kinds of surveys:

· Number each survey

· Date each survey

· If the survey is not self-administered, be sure that the name of the person who administered the questions is collected

· Use simple language  - a good rule of thumb is to keep language to a grade 6 level

· Consider translation if there are communities that speak another language that you wish to reach

Tips for asking questions, from the PHAC Evaluation Toolkit

	Problem
	Example
	Solution
	Example

	Loaded questions
	Do you support laws for bicycle helmets to save human lives?
	Tone it down
	Do you feel that bicycle helmet legislation is required to reduce injuries from bicycle crashes and/or collisions?

	Compound question
	How satisfied were you with the time and location of the sessions?
	Break it down
	How satisfied were you with the time of the sessions?  
How satisfied were you with the location of the sessions?

	Double negatives
	Do you agree or disagree with the following statement: “Lack of measles immunizations is not a problem in Ontario.”
	Remove a negative
	Do you agree or disagree with the following statement:

“Children in Ontario are not sufficiently immunized for measles”

	Double-barrelled questions
	Do you breastfeed to save money?
	Ask in stages
	Do you breastfeed?

If yes, why?

	Leading questions
	Most doctors believe that lack of exercise leads to heart disease.

Do you agree?
	Get rid of the bias
	Do you agree or disagree with the following statement:

Lack of exercise leads to heart disease.

	Jargon or technical terms
	Determinants of health
	Say what you mean in everyday language
	Factors which affect our health

	Foreign phrases or slang
	Raison d’etre
	Explain exactly what you mean
	Purpose

	Acronyms and abbreviations
	PHN
	Spell it out, at least the first time
	Public Health Nurse


Putting the tool together properly is very important, as a badly assembled tool may result in respondents not completing it, or create confusion.  When assembling a questionnaire or survey, it is important to consider a number of administrative issues as well as the questions themselves.

Be sure to include space at the top of the tool for a unique number, date of administration, and if the tool is being administered by an interviewer, the interviewer’s name.

All questionnaires or surveys should start with an introduction, whether it is to be read by the respondent or by an interviewer.  The introduction should provide the purpose of the tool, instructions for how to complete it, the topics it will cover, how long it will take to complete, and who will be using the data that results from it.  If there are sensitive questions, it is wise to put the confidentiality measures in the introduction.

Order the questions logically, completing one topic before moving on to another.

If you are going in introduce ‘skips’, or questions that will not be completed by everyone, depending on a response, be sure to indicate clearly the beginning and end of the skip section for the interviewer, so they do not lose the flow of the interview.  This is often done using indents for questions.

Don’t use too many questions on the same topic.

Provide an introductory sentence for each new topic area.

Start the tool with interesting questions that will apply to everyone, and leave more sensitive or complex questions to the end.  

Tips on how to ask sensitive questions, from the PHAC Evaluation Toolkit

· Emphasise confidentiality

· Make the response categories as broad as possible

· Use non-judgmental wording

· Explain why you are asking these questions

· Consider alternative ways of asking these questions (e.g., ask what year they were born instead of how old they are)

· Use a preamble which softens the question and makes all possible responses socially acceptable (e.g., There are many things that influence a family’s decision to breastfeed, and not all families can or do. Did you breastfeed your baby?)

Self-completed questionnaires have some special considerations, as there is no interviewer to provide guidance on the tool.  First impressions influence whether or not someone will complete a tool such as a self completed questionnaire, registration form or mail survey. 
Tips for self-completed questionnaires, from the PHAC Evaluation Toolkit:

· Use a font that is easy to read.

· Use response categories that are easy to understand and easy to complete.

· Number each question clearly.

· Leave a blank space for open-ended responses (don’t provide lines).

· Do not split questions between pages.

· Put questions in a different typeface, font or style so they stand out from the instructions or response categories.

A brief explanation should accompany tools that people fill out on their own. The explanation should be one page maximum. Make it look professional, but keep it friendly. It should address the following points.

· Who wants to know and why.

· What the tool is about.

· How long the tool will take to complete and what to do when they’re done.

· How the data will be used.

When considering how you want to receive answers to your questions, you should consider whether you are willing to accept any answer the respondent is willing to give, or you want to direct their answers.  These are called open or closed questions.  Surveys and questionnaires more often use closed questions (though they can contain open questions as well), and different tools such as focus groups and key informant interviews more often use open questions.

i. Closed-Question Tools

Closed questions usually involve the use of lists or scales, with predetermined answers from which the respondent chooses.  

Example - List:

Where did you first hear about the HPV immunization program?

· Your family physician

· Information sent home from school

· Public service announcements on radio or television

· Internet
· Newspapers or magazines
Example – Scale:

How satisfied were you with the information provided with the consent form for your daughter?

· Very satisfied

· Satisfied

· Neither satisfied nor dissatisfied

· Dissatisfied

· Very dissatisfied

Tips for pre-set response categories of closed-ended questions, from the PHAC Evaluation Toolkit:
	Common problems
	Example
	Solution
	Example

	The respondent’s answer fits into more than one response category
	Last week, how many times did you read the newspaper?

❏ 1-2

❏ 2-3

❏ MORE THAN 3
	Make sure response categories do not overlap
	Last week, how

many times did you

read the newspaper?

❏ 1

❏ 2

❏ 3 OR MORE

	Not everyone interprets response categories in the same way
	How often do you

read our health unit

newsletter?

❏ REGULARLY

❏ OCCASIONALLY

❏ NEVER
	Build in a reference to time
	How many issues of

our health unit newsletter did you read last year?

❏ 3-4 issues

❏ 1-2 issues

❏ NONE


ii. Open-Question Tools

In general, it is much more difficult to analyse open answers, and so you should limit their use where possible.  Situations where open questions are most useful are:

· Providing supplementary information to a closed question

· Getting in-depth information on opinions, values, and beliefs

· If you are interested in possible other answers added to a closed list

iii. Focus Groups

Focus groups involve in-depth directed discussions with a small number of individuals, chosen carefully for their ability to address the question you wish to answer.  

iv. Key Informant Interviews

Key informant interviews differ from focus groups in that the key informants are chosen to be individuals who have in-depth knowledge of the area you wish to discuss.  Key informant interviews are also usually undertaken one-on-one, though they can involve small groups of up to two to three people.  

Worksheet for developing your tool.

	Tool Worksheet

	Objective:

	Indicator (Transcribe from Methods Worksheet)
	Individual question on tool
	Type of response (open or closed)
	Pre-set response categories

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


3b Develop Analysis Plan

When you have collected or created your tools, you should determine an analysis plan for the data.  It is also a good idea to prepare the dataset for entry well in advance, so you can think through how you need to configure the data to do the type of analysis you want.

i. Setting up a dataset:

Each record should have a unique identifier.  If the record is a survey, use the number you put on each survey, but be sure that the numbering is unique (ie. Don’t start each separate interviewer’s series at 1)
Consider how you wish to analyse the data in the setup – for example, if you analyse based on neighbourhoods, separate the postal code out of the rest of an address so it can be considered separately

Name your variables something that gives an indication of what information is included.  You may wish to go back to the dataset much later and not remember what each variable represents.
Make a data dictionary with the definitions and coding for each variable.  This is particularly important for dichotomous variables (yes, no, male, female) if you choose to use symbols or numbers such as 1 and 0 to represent them.  
ii. Choosing the type of statistics to use
The type of statistics to use will depend on the type of data you have collected and the question being asked.  It is not always necessary, or even meaningful, to apply a statistical test to data; often it is sufficient to determine relative frequencies of values.  
If you do use statistical tests, be sure that your data meets the assumptions for that test.  For advice on choosing statistical tests, there are many websites and books available.
Qualitative data from focus groups and interviews are more difficult to analyse.  However, there are techniques for identifying themes in the information.  
3c Conduct Quality Assessment

Before being used for evaluation, all new tools must be pre-tested to determine whether they are measuring what they are supposed to measure and whether the questions asked are clear.
To test whether the tool measures what you wish it to measure, you should have several people with content knowledge of the issue you are measuring examine the tool and provide feedback.  To assess the clarity, a group of people that approximate the intended respondents should provide feedback.  
In neither case does the number of pre-testers have to be large, but you should get feedback from more than a couple of people.
The PHAC Evaluation Toolkit suggests asking both of these groups of testers the following questions about your tool:

· Does the tool measure what it is supposed to?

· Are there any unnecessary measures included in the tool?

· Are the questions easy to understand and clear?

· Will people be able to answer the questions?

· Will people be able to follow the instructions?

· What is the quality of translation (if applicable)?

· Are there colloquial expressions that may not be understood?

· Is the font size and style easy to read?

· Are the response categories exhaustive?

· Will people have trouble remembering information needed to answer questions?

· Does the tool read smoothly and flow logically?

· Are the skip patterns easy to follow?

· Will the tool hold people’s interest?

· Are there any typographical errors or spelling mistakes?

· Are there any questions that may be culturally inappropriate?

After receiving feedback, the tool should be modified accordingly.

Step 4. Gather and Analyse Data

4a. Data Collection

For data collection, you should apply your logistics plan that you put together in Step 1b.  However, the following are some important issues to consider during data collection to ensure that your data is collected in a correct and consistent manner.
· Clear instructions for data collectors

· Ensure sufficient numbers of data collectors to administer the tools in the time allotted

· Ensure data collectors do their collection in the same way

To ensure that data collectors do their collection in the same way, you can perform a pre-test using the tool with each of your data collectors administering the tool on the same respondent.  If the responses are different, you may need to give the data collectors more training.

While you are collecting data, it is worthwhile instituting quality control checks as you go.  These could include checking for missing data on questionnaires or surveys as they arrive, double checking transcriptions, and checking to make sure existing data collected is consistent with your criteria to answer the question.  You can also create tracking sheets for data collectors to keep track of how many interviews or questionnaires they’ve administered per day, and to whom.  
A sample tracking sheet, from the PHAC Evaluation Toolkit, is provided in Appendix 6.
4b. Data Analysis

In your analysis plan, you will have decided which analysis methods you should use to answer your questions.  However, there are some initial steps you should take with any dataset.

i. Quantitative and Closed Answer Questions Datasets
· Look for missing data, and try to fix where possible

· Look for impossible values (for example: 15 entered when only numbers 1 to 5 are offered) and try to fix if possible

· Summarize the results of each question.  For categorical variables, find the frequencies of each response, and for continuous variables, find the range, mean, median, and standard deviation

When you have an idea of what the data contains, you can then apply the statistical methods you had already selected.

ii. Focus Group, Key Informant Interview, and Open-ended Questions Data
Though there are formal methods of qualitative analysis, a good way to start is the following:

· Assemble all of the data from a particular focus group, interview, etc. (transcripts and notes etc)
· Considering the key questions asked, and the indicators you wish to measure for your evaluation, go through the data and highlight words, phrases, or sentences that pertain to the question or indicator.  Use different colours or symbols for each question/indicator

· Keep a tally of the number of times the same point is made

These steps can help you to get an initial impression of the information to be found in the data, and how it answers your questions.

Step 5. Make Decisions

5a Interpretation
Interpreting your findings should be done within the context of your evaluation question.  You should consider not only the question, but also your individual objectives, the indicators that measured them, and the expectations and assumptions you made at the outset of the evaluation.  

When interpreting your data, you should be sure that you can support your interpretation with the evidence.  Be careful not to over-reach and try to make much wider conclusions than the data will support.

Elements to look for in your interpretation include patterns in the data, discrepancies, internal and external factors that had an impact on the aspect of your program under evaluation, and unexpected findings.  You should also consider whether your original assumptions were supported by your findings, and whether the expectations you had at the beginning of the evaluation were met.  
The worksheet below may help assist you in ordering your data to make conclusions.
	Interpretation Worksheet

	Evaluation Question

	Objective
	Indicators
	Findings
	Were assumptions true?
	Were expectations met?
	Why/Why Not?
	Conclusions

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	

	
	
	
	
	
	
	


5b. Report

In writing a report based on your findings, you should consider your audience.  Your evaluation stakeholders will be your main audience, and you must be sure to include the information they require in the report.  You should also formulate your recommendations in consultation with your evaluation stakeholders, as they may have ideas on appropriate responses to the findings.  However, there may be others who are interested in the findings, including program stakeholders who were not included as evaluation stakeholders.  
The PHAC Evaluation Toolkit advises that reports should have the following sections:
· Executive summary

· Introduction

· Program description

· Evaluation question(s) and objectives

· Methods

· Findings

· Discussion and conclusions

· Recommendations or program decisions

· Acknowledgements

· Appendix (tools used, consent forms, etc.)

Sections do not have to be in this order and there may be a significant benefit in putting findings and recommendations near the beginning of the report, so busy decision-makers can quickly find the information they need.

5c. Action Plan

When the recommendations have been made, you will need to formulate a plan to implement some or all of them.  If the findings of the evaluation are not put into practice in some way, the investment in the evaluation has been lost.  However, it may not be possible to put into action all of the recommendations, depending on the priorities of your jurisdiction/organisation.  
APPENDIX 1 – SAMPLE LOGIC MODELS

(i) Policy and Program Development
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(ii) Professional and Public Education

Start with


If we do this
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(iii) Resource Availability

Start with

If we do this


And this 


And this 

And this
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(iv) Vaccine Supply

Start with

If we do this



And this 


And this 
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(v) Surveillance

Start with

If we do this



And this 



And this 

      Result









APPENDIX 2 – SAMPLE EVALUATION QUESTIONS

(i) Policy and Program Development - Sample Questions:
Overall Possible Questions:

1. Was the program justified, in terms of cost/benefit, public demand, scientific evidence, etc.

2. Has coverage been achieved in the most cost effective manner?

Step-Specific Questions:

1. Is the immunization schedule in alignment with NACI recommendations?

2. Have the benefits accrued been worth the costs incurred?

3. Was other evidence (apart from NACI) used in making the decision to provide the program?

4. Were eligibility criteria applied consistently across the jurisdiction?

5. Did the eligibility criteria include all significant populations at risk?  If not, was there a justifiable reason for excluding a population at risk?

6. Is the schedule in alignment with other immunization schedules?

7. Have coverage goals been met?

8. Has coverage been achieved in the most cost effective manner?

9. Were coverage goals met in special populations?

10. Were timelines reasonable?  Were they met?

11. Were the education and communication materials developed adequate for the needs, in terms of quantity, quality, issues identified?

12. Were monitoring mechanisms put in place at the outset, and are they being used?  Was an evaluation plan created?

(ii) Professional and Public Education - Sample Questions:
Overall Possible Questions:

1. Have educational materials helped to change health behaviours?

2. Have immunization coverage levels increased? 

3. In the case of a new vaccine, did immunization coverage levels reach the goal?

4. Was the program acceptable to the public in general, and to target populations?

5. Were health professionals prepared in terms of education needed to implement the program?

Step-Specific Questions:

1. Did education program address all key elements?

2. What was the evidence on which the professional education and public messages were developed?  Did it include best practice?

3. Were elements not anticipated discovered during or after training?

4. Did professionals implement the program as trained?

5. Were target populations identified correct, or were there others not anticipated that became an issue?

6. Were messages appropriately targeted for the population and risk groups?

7. What were reasons for refusal given?

8. Were all professionals trained before program implementation?

9. How many different messages and media were developed, targeting which populations?  

10. Did messages and media use result in a change in perception by the public?

11. Have provider knowledge and confidence in vaccines improved after training?

12. Were education to professionals and messages to public consistent with one another?

13. Did intent to immunize rates match actual rates after implementation?

(iii) Resource Availability - Sample Questions:

Overall Possible Questions:

1. Were there adequate resources for the implementation of the immunization program, in the appropriate place, at the appropriate time?

2. If there were resource issues, at what point in provision were the issues experienced?  Ordering?  Allocation? Distribution?  

3. Was uptake affected by a lack of appropriate resources?

Step-Specific Questions:

1. Was our population modelling adequate?

2. Was the method of implementing (whether in physician offices, public health, schools, etc) efficient in terms of use of resources?

3. Was there enough lead-time for the roll-out?

4. Were there enough peripherals at each location?

5. Was there sufficient staffing available (by type?  Taking into account sick days, holidays etc – ie surge capacity?)?

6. Were provision sites prepared with space available?

7. Were deliveries to the appropriate place at the appropriate time?

8. Were staff adequately briefed on roll-out plan?

(iv) Vaccine Supply - Sample Questions:
Overall Possible Questions:

1. Did the new vaccine get distributed as planned?

2. Were there breaks in supply?  If so, where and why?  

3. Is the supply chain as currently managed the most efficient method we could use, or are there areas where we could improve efficiency?

4. Is uptake being affected by supply issues?

5. Are supply/delivery issues resulting in greater wastage?

6. Was security, accessibility, and affordability of supply affected by the supply chain as it was implemented?

Step-Specific Questions:

1. Was our population modelling adequate?

2. Did the inventory management system work to ensure supply went where it needed to be in the quantities needed?

3. Was there enough lead-time for the roll-out?

4. Was the method of implementing (whether in physician offices, public health, schools, etc) efficient for delivery of the vaccine program?

5. Were the wastage, loss to follow-up, and expected uptake assumptions correct?

6. Was the delivery schedule efficient?

7. Was there sufficient storage at all delivery places?

8. If there was a shortage in supply, for whatever reason, was the contingency plan followed?  Was the contingency plan efficient for the needs?

9. Are non-routine agents available as needed?  If not, what stage of the supply chain resulted in unavailability?

(v) Surveillance - Sample Questions:
Overall Possible Questions:

1. Has the program achieved a reduction in incidence of disease?

2. Has the program achieved a reduction in severe cases or mortality?

3. Has coverage achieved target rates?

Step-Specific Questions:

1. Is coverage being calculated using national standards?

2. Has baseline rate of incidence, severe cases, mortality been calculated?  How does it compare to other jurisdictions?

3. Did the enhanced surveillance provide all of the data necessary to track cases and determine patterns of disease?

4. Was surveillance system as designed effective and efficient?

5. Did adverse events rates meet expected rates?

6. Are reporting calculations, of disease and coverage, consistent with those used in other jurisdictions, to allow for comparison?

APPENDIX 3 – SAMPLE INDICATORS

Possible indicators have been identified and listed below each question.  This list is not exhaustive, but is meant as a starting point.
(i) Policy and Program Development - Sample Indicators:

Overall Possible Questions:

1. Was the program justified, in terms of cost/benefit, public demand, scientific evidence, etc.

· Government statement of decision to implement program, and whether stated reasons include reference to cost/benefit, public demand, scientific evidence

2. Has coverage been achieved in the most cost effective manner?

· Cost per dose of program

· Composite measure of cost of implementation by methods proposed by coverage goal, compared to different methods

3. Is the program consistent with those in other jurisdictions, in terms of schedule, coverage goals, method of delivery, etc?

· Description of differences in schedule, coverage goals, method of delivery, etc. between jurisdictions

Step-Specific Questions:

1. Is the immunization schedule in alignment with NACI recommendations?

· Differences between NACI schedule and jurisdiction’s schedule

2. Have the benefits accrued been worth the costs incurred?

· Cost per QALY, DALY saved

3. Was other evidence (apart from NACI) used in making the decision to provide the program?  What was the quality of the evidence?

· Review of documents referred to in any papers produced to support implementation and assessment of quality of the papers

4. Is there ongoing funding for the program?  Is the source permanent or not, in terms of budget lines?

· Source of funding and dollars per year of funding – projected cost of implementation over time

5. Were eligibility criteria applied consistently across the jurisdiction?  Are criteria consistent with those used in other jurisdictions?

· Population covered by eligibility criteria (age groups, sex, including aspects outside criteria)

· Difference between criteria in your jurisdiction and other jurisdictions

6. Did the eligibility criteria include all significant populations at risk?  If not, was there a justifiable reason for excluding a population at risk?

· Populations covered compared to NACI statement of risk groups

· Statements by government on justification for not including risk groups

7. Is the schedule in alignment with other immunization schedules (within and between jurisdictions)?

· Comparison of schedules across jurisdictions and within jurisdiction 

8. Have coverage goals been met? What factors contributed to meeting or not meeting the goals? 

· Coverage rate – coverage goal

· Reasons for refusal
9. Has coverage been achieved in the most cost effective manner?  

· Cost per dose of implementation compared to other vaccine brands and other implementation methods

10. Were coverage goals met in special populations? What factors contributed to meeting or not meeting the goals?  

· Coverage achieved in special populations – coverage goals in special populations

· Reasons for refusal

11. Were timelines reasonable?  Were they met?  If not, what points along the timeline presented difficulties?  

· Days of delay past proposed timeline and reason for delay

12. Were the education and communication materials developed adequate for the needs, in terms of quantity, quality, and issues identified?  

· Materials printed – target population

· Issues appearing in media that were not anticipated in communication material

· Reasons for refusal

13. Were monitoring mechanisms put in place at the outset, and are they being used?  Was an evaluation plan created?

· Number of monitoring reports planned and submitted

· Indicators collected through monitoring

(ii) Professional and Public Education Sample Questions:
Overall Possible Questions:

1. Have educational materials helped to change health behaviours?

· Post public education KAB – baseline KAB  (See Appendix 8)
2. Have immunization coverage levels increased? 

· Pre and post public education coverage levels

3. In the case of a new vaccine, did immunization coverage levels reach the goal?

· Goal set – coverage reached

4. Was the program acceptable to the public in general, and to target populations?

· Refusal rates in general population and target populations (stratify by reason if possible)

5. Were health professionals prepared in terms of education needed to implement the program?

· Pre-test before education sessions score on knowledge needed for vaccine implementation – post education score

Step-Specific Questions:

1. Did education program address all key elements?

· Comparison of elements of professional education from other jurisdictions to those in current jurisdiction and gap identification  if any
2. What was the evidence on which the professional education and public messages were developed?  Did it include best practice?

· Assessment of evidence used as basis for professional education

· Education content compared to best practices as defined by other jurisdictions

3. Were elements not anticipated discovered during or after training?

· Questions or feedback of gaps identified by professionals receiving training or themes of calls received by professionals for guidance after implementation has begun

4. Did professionals implement the program as trained?

· Examination of wastage and refusals for patterns of implementation that are contrary to training
5. Were target populations identified correct, or were there others not anticipated that became an issue?

· Examination of media for different populations identified as potential or ‘should be’ targets

· Patterns in requests for immunization by non-target populations

6. Were messages appropriately targeted to the population and risk groups?

· Reasons for refusal 

· Rate of refusal

· Coverage rates by target populations

· Focus groups for assessment of understanding of messages

7. What were reasons for refusal given?

· Reasons for refusal
8. Were all professionals trained before program implementation?

· #professionals trained / #professionals implementing

9. How many different messages and media were developed, targeting which populations?  

· # distinct messages, stratify by populations targeted
· #types of media used, stratify by populations targeted and distinct messages
10. Did messages and media use result in a change in perception by the public?

· Before and after focus groups

· Before and after KAB studies

· Before and after intent to immunize survey

11. Have provider knowledge and confidence in vaccines improved after training?

· Pre and post training testing for content knowledge

· Pre and post training KAB studies

12. Were education to professionals and messages to public consistent with one another?

· Content analysis of messages to public and professionals

13. Did intended immunize rates match actual rates after implementation?

· Expected rates of immunization from intent to immunize surveys – actual coverage rate

(iii) Resource Availability - Sample Indicators:

Overall Possible Questions:

1. Were there adequate resources for the implementation of the immunization program, in the appropriate place, at the appropriate time?

· Supplies required (stratify by type) – supplies available, by location

· #days/hours delay of implementation due to lack of supplies

2. If there were resource issues, at what point in provision were the issues experienced?  Ordering?  Allocation? Distribution?  

· Supplies ordered – supplies required during implementation 

· Supplies allocated to geographical or functional area (ie region or public health unit) – supplies required by that area

· Supplies delivered to each location - Supplies calculated as needed in each location

3. Was uptake affected by a lack of appropriate resources?
· #doses unable to be delivered due to lack of supplies 

· #days of non-delivery due to lack of supplies

Step-Specific Questions:
1. Was our population modelling adequate?

· Supplies  available – supplies requested (needs for patients presenting for immunization) 
2. Was the method of implementing (whether in physician offices, public health, schools, etc) efficient in terms of use of resources?

· Cost of supplies for  implementation by different methods (if different methods used in different regions)

· Staff time by location/method compared to other programs

· Composite measure of cost of supplies for implementation by coverage achieved, compared to different methods

3. Was there enough lead-time for the roll-out?

· #days delay in implementation (may need to interview program managers to determine why and at what stage of the program the delay occurred)

4. Were there enough peripherals at each location?

· # doses (or amount of time of non-availability) that could not be delivered due to a lack of supplies (non-vaccine)
5. Was there sufficient staffing available [by type? Taking into account sick days, holidays, etc –( i.e., surge capacity?)]?

· # doses (or amount of time of non-availability) that could not be delivered due to a lack of staff
6. Were provision sites prepared with space available?

· # doses (or amount of time of non-availability) that could not be delivered due to a lack of appropriate space
7. Were deliveries to the appropriate place at the appropriate time?

· supplies received - supplies required

· supplies delivered to each location - supplies calculated as needed in each location

· %of supplies delivered on time, <24 hrs late, >24 hrs late

· #days of stock out for supplies, by location and chosen time period

8. Were staff adequately briefed on roll-out plan?

· # and amount of time delays due to staff misunderstanding – late to location, wrong location, inappropriate administration of vaccine etc.

(iv) Vaccine Supply - Sample Indicators:

Overall Possible Questions:

1. Did the new vaccine get distributed as planned?

· # doses received - # doses required

· #doses delivered to each location - #doses calculated as needed in each location

· %of doses delivered on time, <24 hrs late, >24 hrs late

· #days of stock out for vaccine, by location and chosen time period

· # days of stock out for vaccine by reason

· lack of delivery

· cold chain break

· lack of related supplies to implement

· central supply shortage

· timing mismanagement

2. Were there breaks in supply?  If so, where and why? 
· # days of stock out for vaccine by reason and location

· lack of delivery

· cold chain break

· central supply shortage

· timing mismanagement

3. Is the supply chain as currently managed the most efficient method we could use, or are there areas where we could improve efficiency?

· # days of stock out for vaccine by reason and location

· lack of delivery

· cold chain break

· central supply shortage

· timing mismanagement

· %wastage by cause

· expiry

· cold chain breakage

· accident/poor handling

· Cost per dose of current distribution system

4. Is uptake being affected by supply issues?

· Doses available – doses requested (patients presenting for immunization) (if possible, stratify by population segments – age groups, risk populations etc)
5. Are supply/delivery issues resulting in greater wastage?

· %wastage by cause

· expiry

· cold chain breakage

· accident/poor handling

6. Were security, accessibility, and affordability of supply affected by the supply chain as it was implemented?

· #days emergency supply available - # days emergency supply in contingency plan

· Cost per dose of vaccine, compared to cost per dose of other brands (if available)

· Cost per dose of program

· #days stock out by location and location characteristics – remoteness, risk population profile

Step-Specific Questions:

1. Was our population modelling adequate?

· # doses received - # doses required (stratify by population groups)

2. Did the inventory management system work to ensure supply went where it needed to be in the quantities needed?

· # doses received - # doses required

· #doses delivered to each location - #doses calculated as needed in each location

· %of doses delivered on time, <24 hrs late, >24 hrs late

· #days of stock out for vaccine, by location and chosen time period

· # days of stock out for vaccine by reason

· lack of delivery

· cold chain break

· central supply shortage

· timing mismanagement

3. Was there enough lead-time for the roll-out?

· #days delay at the ordering, allocating, distribution and implementation steps of program

4. Was the method of implementing (whether in physician offices, public health, schools, etc) efficient for delivery of the vaccine program?

· Cost per dose of implementation compared to other vaccines and methods of implementation

· Staff time per dose of implementation compared to other methods of implementation

5. Were the wastage, loss to follow-up, and expected uptake assumptions correct?

· Projected wastage – observed wastage

· Projected second dose needs – observed expected dose needs

· Projected coverage – observed coverage

6. Was the delivery schedule efficient?

· Average time from distribution start point to delivery point

· %of doses delivered on time, <24 hrs late, >24 hrs late, <24 hours early, >24 hours early

7. Was there sufficient storage at all delivery places?

· Wastage due to inappropriate storage, by location

8. If there was a shortage in supply, for whatever reason, was the contingency plan followed?  Was the contingency plan efficient for the needs?

· Distribution of supplies during shortage as compared to contingency plan requirements

9. Are non-routine agents available as needed?  If not, what stage of the supply chain resulted in unavailability?

· #non-routine products released to Health Authorities - #requests for supply

· Requests meeting criteria for supply – requests filled
(v) Surveillance - Sample Indicators:
Overall Possible Questions:

1. Has the program achieved a reduction in incidence of disease?

· Pre and post immunization program incidence calculation 
2. Has the program achieved a reduction in severe cases or mortality?

· Pre and post immunization program hospitalisation for disease rates, or other measures of serious cases (dependent on disease)
· Pre and post immunization program mortality associated with disease
3. Has coverage achieved target rates?

· Target coverage rate – goal coverage rate

Step-Specific Questions:

1. Is coverage being calculated using national standards?

· Method of calculation within jurisdiction compared to national standard method

2. Has baseline rate of incidence, severe cases, mortality been calculated?  How does it compare to other jurisdictions?

· Incidence rate in jurisdiction as compared to other jurisdictions, before program implementation

· Severe case rate in jurisdiction as compared to other jurisdictions, before program implementation

· Mortality from disease in jurisdiction as compared to other jurisdictions, before program implementation

3. Did the enhanced surveillance provide all of the data necessary to track cases and determine patterns of disease?

· # requests for supplementary data to enhanced system

· Ability to track and determine patterns of disease using data from enhanced surveillance

4. Was surveillance system as designed effective and efficient?

· CDC surveillance system evaluation standard

· PHAC surveillance system evaluation standard (in development)

· Total cases identified through a sample chart review – cases reported to surveillance (in a defined location)

5. Did adverse events rates meet expected rates?

· Expected rate of adverse events following immunization – observed rate of adverse events

6. Are reporting calculations, of disease and coverage, consistent with those used in other jurisdictions, to allow for comparison?

· Comparison of calculation methods, age groups, stratifications across jurisdictions

APPENDIX 4: DATA COLLECTION METHODS
(i) Methods Worksheet 
	Methods Worksheet

	Evaluation Question:  

	Objectives
	Indicators
	Data Collection Plan
	Logistics

	
	
	Does Data exist?
	Type of Tool
	Who Could Provide the Data? (Source)
	Who Can Get the Data? (Collector)
	Design
	How Many?
	Timeframe
	Is This Feasible?
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□  No
	
	
	
	
	
	
	□  Yes
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	□  Yes
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	□  Yes
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	□  Yes
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	□  Yes

□  No

	
	
	□  Yes

□  No
	
	
	
	
	
	
	□  Yes

□  No

	
	
	□  Yes

□  No
	
	
	
	
	
	
	□  Yes

□  No


(ii) Comparison of data collection methods:
	Data
(N=numeric W=word)
	Description


	Advantages
	Disadvantages

	Activity Logs (N,W)


	Staff record of day-to-day activities in program, e.g., materials distributed, number of immunizations given, number of refusals
	· low cost

· can be developed or modified to meet evaluation needs

· easy for staff to complete
	· reporting detail and consistency of completing log data may vary among staff

· analysis can be unwieldy (e.g., analysing written information in diaries)

· changes in definition and kinds/types of data may make it difficult to compare data from different time periods

· some data may be confidential and may require special consent

	Administrative Records (N)


	· Data associated with the program’s operations (possibly computerized)

· Financial (cost of materials, rentals, staffing, etc.)
· Facility/Equipment Utilisation (location and use)
· Personnel (assigned staff: numbers, time)
· Computerised Activity Reporting System (activities and staff time)
	· low cost

· easiest data to understand

· usually exists
	· may be incomplete, inaccurate or inappropriately organised

· not usually comparable to other

· organisations or programs

· limited to data currently being collected

	Charts (N,W)


	Charts and records on individual participants
	· low cost

· easily available


	· some data may be confidential and may require consent

· data may not be recorded consistently from chart to chart

· analysis can be unwieldy (e.g., analysing written information in charts)

· need to ensure people abstract data from chart in the same way

	Registration Forms (N,W)

 & 

Attendance Sheets (N)


	· Record of detailed participant personal data and other information (e.g., where heard about/referral to program)

· Sign-in sheets or staff-recorded
	· low cost

· easily available

· can develop or modify to meet  evaluation needs
	· some data may be confidential and may require consent

· changes in definition of terms and kinds/types of data may make it difficult to compare data from different time periods

	Population Database (N)


	Existing sources of data on the population,

e.g., Census or vital statistics 
	· useful for calculating a population rate

· description of catchment area population

· often inexpensive source of data
	· often several years behind current year

· limited to existing data

· may need computer expertise

	Face-to-face Interviews  (N,W)


	Responses to an interviewer’s predetermined questions (in person)
	· allows for a full range of attitudes to be expressed

· can probe for more detail
	· respondents may not have time to reflect properly on each question

· time- and resource-intensive

· requires skilled interviewers

· respondents may tend to give answers they feel are desired or desirable (response bias)

	Self-completed Questionnaires (N,W)


	Questionnaire completed by the respondent (can be handed out to the respondent or sent by mail)
	· takes less time and is less costly than face-to-face interviews and telephone surveys

· avoids interviewer bias

· data can be collected relatively quickly if done in person (not for mail surveys)

· allows a large number of respondents to be surveyed

· respondents may feel more comfortable answering sensitive questions
	· questions must be well-structured and may limit participant responses

· richness of detail is limited to added comments

· instructions or questions cannot be clarified

· response rates usually relatively low if a mail survey, but varies depending on topic and participants

· literacy level may restrict ability to use

· may need to translate

	Telephone Survey (N,W)


	Responses to predetermined questions asked over the telephone
	· requires less time and expense than face-to-face interviews

· nonverbal interviewer bias reduced

· instructions and questions can be clarified

· eliminates personal risk to the interviewer
	· respondents may not have time to reflect properly on each question

· easy for respondents to break interview before completion

· can be seen as invasive, but less so than a face-to-face interview

· respondents may not truthfully answer sensitive questions

· cannot reach if no telephone (this may or may not be a problem depending on the target group)

	Observations (N,W)


	Skills or behaviour observed directly
	· allows observation of nonverbal behaviour and skills

· occurs in natural environment
	· little control over other factors that may affect the data

· information difficult to quantify (turn into numbers)

· expensive, therefore limited to small sample sizes

	Focus Groups (W)


	A group interview with predetermined questions
	· allows investigation of wide ranging set of perceptions about a topic

· can collect in-depth information and opinions about particular issues

· all participants have opportunity to contribute

· structured coverage of topics

· can be inexpensive if existing groups used
	· a limited number of structured questions can be utilised

· some lines of questioning can stall with particular groups

· some participants may dominate

· personality conflicts among group members can arise

· only represents the participants involved and may not be generalisable

· can be expensive if it involves a large number of groups


	Case Study (W)


	A story-like narrative describing an activity or participant
	· rich in detail

· useful to understand the context of a program
	· takes time to complete

· variation in how people record details of program

· not generalisable

	Key Informant Interviews (W)


	An individual interview (or possibly 2 or 3 people at once) with a person who has detailed knowledge of the issue in question
	· Low cost

· Interviewer can immediately clarify questions to ensure answer is on the issue desired

· Provides opportunity to strengthen relationships with key individuals

· Can raise awareness, interest, and enthusiasm about an issue

· Interviewer can contact respondent for clarification if necessary
	· Selecting right key informants may be difficult

· Logistics may be difficult

· Difficult to generalise results

· Difficult to analyse


APPENDIX 5 – SAMPLING TYPES
More information can be found in the PHAC evaluation toolkit located at the following address:
http://www.phac-aspc.gc.ca/php-psp/pdf/toolkit/Appendix%20D%201-3.pdf
APPENDIX 6 – LOGISTICS WORKSHEET
	Logistics Worksheet

	Tasks
	Resources Required
	Feasible?

	
	Human Resources
	Other Resources and Expenses
	Time Resources
	

	
	In-house
	External
	Equipment, supplies and administration
	How much will it cost?
	Are the funds available?
	Date required?
	Can it be done in time?
	

	
	Who could do it?
	How long would it take?
	Do they have time?
	Who could do it?
	How long would it take?
	How much will it cost?
	Are the funds available?
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	


APPENDIX 7 – LOGISTICS GUIDE FOR VARIOUS DATA COLLECTION METHODS 
(i) Mail Surveys
	Logistics Guide for Mail Surveys

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Determine necessary approvals, gather forms or templates to be filled for them, and establish timelines for them (ie committee dates etc)

· Check for existing measures or tools

· Develop new tool or modify existing one

· Assess quality of tool
· Pre-test and revise if necessary

· Apply for approvals using final tool
	As early as possible

Approval time + six weeks before initial mailout

Approval time + 4 weeks before initial mailout

Approval time + 3 weeks before initial mailout

Approval time + 2 weeks before initial mailout

Time determined in first step
	· Ethics approval form as required by institution/jurisdiction

	· Order envelopes and address labels (plus paper and postcards if you plan to do your own copying) 

· Arrange to get mailing list of addresses of all people intended to receive survey
	3 weeks before initial mailout

2 weeks before initial mailout
	· Minimum of 2 envelopes, 3 address labels, 1 copy of questionnaire, 1 copy of initial cover letter and 1 copy of reminder postcard per person

	· Arrange for postage (either purchase stamps or arrange for metering)
	3 weeks before initial mailout
	· 1 stamp or meter mark for each outgoing and return envelope of initial mailout and outgoing reminder postcard

	· Reproduce cover letter and questionnaires for initial mailout
	1 week before initial mailout
	· Cost per page multiplied by the total number of pages


	Logistics Guide for Mail Surveys

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Stuff envelopes and affix address labels and postage for initial mailout, which should contain:

· Cover letter

· Questionnaire (numbered)

· Stamped or metered, addressed return envelope
	Day of initial mailout
	

	· Mail envelopes and keep track of how many are mailed and which numbered questionnaire to which address
	Day of initial mailout
	

	· Create initial data entry with number and address of questionnaires, fields for entering responses when received
	Day or day after initial mailout
	· Questionnaire tracking numbers, computer with program on which you will analyse data, copy of questionnaire to design dataset

	· Print reminder postcard
	8-10 days after initial mailout
	

	· Affix address labels and postage to reminder postcard
	10-12 days after initial mailout
	

	· Mail reminder postcard
	14 days after initial mailout
	

	· Enter data 
	As questionnaires are received
	

	· Clean data
	Can be ongoing or on date of survey cut-off
	

	· Analyse data
	1-2 weeks after survey cut-off
	· Copy of the questionnaire

	· Interpret data

· Make decisions and prepare action plan

· Prepare and disseminate report
	2-3 weeks after survey cut-off
	


(ii) Activity Logs and Attendance Sheets
	Logistics Guide for Activity Logs and Attendance Sheets

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Check for existing measures or tools

· Develop new tool or modify existing one

· Assess quality of tool
	4 weeks before data collection is scheduled to begin

3 weeks before

2 weeks before
	

	· Prepare instructions for people completing the tool
	1 week before data collection is scheduled to begin
	· Completed tool

	· Pre-test and assess data collectors
	2 weeks before data collection is scheduled to begin
	· Completed tool

	· Reproduce tool and instructions
	10 days before data collection is scheduled to begin
	

	· Distribute tool and instructions
	3-4 days before data collection is scheduled to begin
	

	· Create initial data entry with fields for entering responses when received
	Day or day after data collection is scheduled to begin
	· Computer with program on which you will analyse data, copy of tool to design dataset

	· Gather completed tools
	Specified return date
	

	· Enter data 
	Day of or after specified return date
	

	· Clean data
	Ongoing or after completion of data entry
	

	· Analyse data
	1-2 weeks after return date
	· Copy of the questionnaire

	· Interpret data

· Make decisions and prepare action plan

· Prepare and disseminate report
	2-3 weeks after return date
	


(iii) Case Studies
	Logistics Guide for Case Studies

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Determine necessary approvals, gather forms or templates to be filled for them, and establish timelines for them (i.e. committee dates etc)

· Check for existing measures or tools

· Develop new tool or modify existing one

· Assess quality of tool

· Pre-test and revise if necessary

· Apply for approvals using final tool
	As early as possible

Approval time + 6 weeks before data gathering

Approval time + 4 weeks before data gathering

Approval time + 3 weeks before data gathering

Approval time + 2 weeks before data gathering

Time determined in first step
	· Ethics approval form as required by institution/jurisdiction

	· Recruit and select data collectors
	3 weeks in advance of data collection
	· May have to advertise position – if so be sure to add hiring time to timeline

· Job description (expected duties and tasks plus required abilities, skills and knowledge)

	· Prepare instructions and train data collectors
	2 weeks in advance of data collection
	

	· Pre-test and assess data collectors
	1 week in advance of data collection
	

	· Gather data from various sources
	
	

	· Create initial data entry with fields for entering responses when received
	Day or day after data collection is scheduled to begin
	· Computer with program on which you will analyse data, copy of tool to design dataset

	· Enter data 
	Day of or after specified return date
	

	· Clean data
	Ongoing or after completion of data entry
	


	Logistics Guide for Case Studies

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Analyse data
	1-2 weeks after return date
	· Copy of the tool

	· Interpret data

· Make decisions and prepare action plan

· Prepare and disseminate report
	2-3 weeks after return date
	


(iv) Self-Completed Questionnaires and Registration Forms
	Logistics Guide for Self-Completed Questionnaires and Registration Forms

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Determine necessary approvals, gather forms or templates to be filled for them, and establish timelines for them (i.e., committee dates, etc)

· Check for existing measures or tools

· Develop new tool or modify existing one

· Assess quality of tool

· Pre-test and revise if necessary

· Apply for approvals using final tool
	As early as possible

Approval time + 6 weeks before data gathering

Approval time + 4 weeks before data gathering

Approval time + 3 weeks before data gathering

Approval time + 2 weeks before data gathering

Time determined in first step
	· Ethics approval form as required by institution/jurisdiction

	· Prepare instructions for people handing out the tool
	2 weeks in advance
	

	· Train people handing out the tool (optional) and provide instructions
	10 days in advance
	

	· Reproduce tool
	3-5 days in advance
	

	· Distribute tool
	Day people complete the tool
	

	· Gather completed tools
	Return date
	

	· Create initial data entry with fields for entering responses when received
	Day or day after data collection is scheduled to begin
	· Computer with program on which you will analyse data, copy of tool to design dataset

	· Enter data 
	Day of or after specified return date
	

	· Clean data
	Ongoing or after completion of data entry
	

	· Analyse data
	1-2 weeks after return date
	· Copy of the tool

	· Interpret data

· Make decisions and prepare action plan

· Prepare and disseminate report
	2-3 weeks after return date
	


(v) Focus Groups
	Logistics Guide for Focus Groups

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Determine necessary approvals, gather forms or templates to be filled for them, and establish timelines for them (ie committee dates etc

· Set 2 or 3 key objectives for focus group, based on evaluation objectives and/or indicators
· Prepare discussion guide containing 6-12 questions

· Determine key initial questions and logical sequence for all questions

· Determine any handouts or visual aids needed and develop

· Select moderator and assistant for session
	3 weeks before meeting

Dependent on whether contracting is necessary
	

	· Book venue for meeting
	3 weeks before meeting
	

	· Determine selection criteria for participants and select

· Make initial contact inviting participants

· Send letter to participants confirming time, date and location of meeting
	3 weeks before meeting

2 weeks before meeting

1 week before meeting
	

	· Place tape recorder near assistant

· Place remote microphone on table

· Provide any handouts or visual aids
	Day of meeting
	Tape recorder, microphone

	· Debrief team
	Immediately after session
	

	· Analyse findings
	
	Tape recording, notes from session

	· Produce report
	
	


(vi) Key Informant Interviews
	Logistics Guide for Key Informant Interviews

	Tasks
	Suggested Timelines
	Equipment and Supplies

	· Determine necessary approvals, gather forms or templates to be filled for them, and establish timelines for them (i.e. committee dates etc

· Gather and review existing data to determine what will be required of the interview

· Determine target population and brainstorm possible key informants

· Choose key informant(s)

· Choose type of interview (face to face or telephone)

· Arrange time and or place with key informants

· Develop interview tool with introduction, key questions, probing questions, closing questions, and summary

· Determine documentation method (recording or notes)

· Select interviewer

· Conduct interviews

· Compile and organize data
	3 weeks before meeting

Dependent on whether contracting is necessary
	

	· Analyse findings
	
	Tape recording, notes from session

	· Produce report
	
	


APPENDIX 8: EXAMPLE QUESTIONNAIRES 

i) Immunization Knowledge Questionnaire
Contact the webmaster at http://www.bccdc.ca/util/contact/default.htm
ii) Immunization Attitude, Belief, and Behaviour Questionnaire

Contact the webmaster at http://www.bccdc.ca/util/contact/default.htm
iii) Sample Key Informant Interview

Dear Colleagues,

You are invited to participate in key informant interviews to assess professional and public education and immunization promotion within _____________(P/T). This survey is voluntary and you may decline participation with no consequences. It will take about 30 minutes to complete. All answers are anonymous and will be kept confidential.

The interview will address issues and programs relating to professional and public education. These interviews will be conducted with key stakeholders in ____________(P/T). The results will feed into the immunization program evaluation.

Key Informant Interview (open ended questions)

1) What immunization education programs are available for immunization providers? 

a. When were they developed? 

b. How are they delivered? 

c. How are they advertised?

d. Are there any evaluations of the programs available? How often are evaluations done and what is the methodology? 

e. How have education programs changed? How often is the content updated?

f. Who attends the programs?

g. Are there any policies for training and evaluation?

h. Is there any evidence of knowledge and behaviour change as a result of the education program?

2) What immunization education programs are available for the public? 

a. When were they developed? 

b. How are they delivered? 

c. How are they advertised?

d. Are there any evaluations of the programs available? How often are evaluations done and what is the methodology? 

e. How have education programs changed? How often is the content updated?

f. Who is the target audience?

g. Are there any policies for public education?

3) Is there any evidence of knowledge and behaviour change in the public as a result of the education program?















Monitor media and other sources for unanticipated issues and revise messages if necessary





Provide information by chosen media before and during campaign 





Determine message delivery method appropriate to target population and immunization program type





Ensure information available at delivery site





And this…





Design education messages targeted to recipient or caregiver, or both





Result





Anticipate recipient or caregiver’s information needs and concerns





Vaccine accepted by patient who has had access to adequate information for decision making





Determine method of program offering (school, public health, doctor’s office, etc.)





Determine target population





And this…





If we do this...





Start 





Decision to offer HPV immunization program






































Develop surveillance system for disease, if not already in existence





Determine incidence of disease within the jurisdiction, as well as morbidity and mortality





Improved professional implementation of program and acceptability among the public





Determine enhanced surveillance needs after introduction of new vaccine





Calculate coverage rates





Disseminate coverage calculation standards





Determine target coverage rates and reporting standards





Incorporate new program in existing adverse events reporting system





Track ongoing rate of disease in population through surveillance





Calculate adverse event rate





Decision to implement new immunization program





Determine locations for provision and divide population by location by dose (if nec.)





Vaccine available in appropriate quantities at appropriate locations for roll-out of program





Ensure end users are fully informed and ready to take delivery





Determine availability of storage at delivery locations





Plan delivery method and schedule





Decision to provide a vaccine





Determine date of roll-out





Ensure inventory management system in place





Determine population numbers for target pop. x doses





Determine subsequent dose delivery schedule and needs





Factor into calculations for supply:


Expected wastage


Loss to follow-up (for multiple dose vaccines)


Expected uptake











Ensure peripherals in place ahead of time





Determine peripherals needs by doses/location





All resources needed available for provision of immunization 





Ensure all staff know appropriate location for work on provision days





Plan delivery method and schedule for peripherals





Decision to provide a vaccine





Determine date of roll-out





Determine locations for provision and divide pop by doses per day





Determine population numbers for target pop. x doses





Communicate with locations to ensure space for provision and storage capacity





Determine extra staffing needs


  Factor in:


Surge capacity


Type of staff needed








Assess aspects of new program requiring public education


Factor in:


Elements of likely contention


Relationship to existing schedule








Determine target audiences for public education





Determine ‘new’ elements of program for which professionals may need education





Improved professional implementation of program and acceptability among the public





Develop professional curricula with implementation plan and timeline





Determine messages and appropriate media or range of media for public education campaign to reach target audience





Outline key elements of program and vaccine for orientation of professionals





Determine target audience for public education (e.g., public health nurses, physicians)





Decision to  implement new immunization program





Result





Plan for implementation of new program





And this





And this





If we do this….





Start





Set coverage goals





Move into logistical/planning phase





Establish monitoring mechanisms and evaluation timelines





Determine education and communication needs








Establish implementation timelines





Determine any special target risk groups for special outreach





Establish schedule 


Factor in:


Existing schedules





Establish eligibility criteria





Examine other evidence available





Consider cost/benefit balance for the jurisdiction





Use NACI/CIC statements as evidence for program





Consideration of new vaccine for inclusion in immunization  program





Start									End
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STEP 1:

Focus the Evaluation



		Determine Expectations and Assumptions

		Define Indicators

		Develop Data Collection Plan	

		 Data already available?

		 Type of data collection tool?

		 Who could provide data?

		 Who can gather data?

		 Best design?

		 From how many people or areas?

		 Required timeframe?

		Plan Logistics and Check Feasibility





		Develop New Tools

		Develop Analysis Plan

		Conduct Quality Assessment





		Data Collection

		Data Analysis





		Interpret

		Report

		Action Plan



STEP 2:

Select the Methods

STEP 3:

Develop Tools

STEP 4:

Gather and Analyze Data

STEP 5:

Make Decisions





		Determine Purpose of Evaluation

		Build a Logic Model

		Identify Evaluation Stakeholders	

		Determine Evaluation Questions

		Consult with stakeholders

		Conduct feasibility check	

		Set Objectives










